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Measuring 
Success:

Evaluation Strategies for Distance Education

Only by evaluating the effectiveness of 

DE programs can we justify their use and

continue to develop their quality

By Barbara Lockee, Mike Moore, and John Burton
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nstitutions that offer distance-
delivered courses and programs
share a compelling need to deter-
mine their quality. The many fac-
tors involved in the success of dis-
tance offerings makes the creation
of a comprehensive evaluation
plan a complex and daunting

task. Unfortunately, what may seem
the most logical approach to deter-
mining effectiveness is often theoreti-
cally unsound. For example, compar-
ing student achievement between
distance and face-to-face courses may
seem a simple solution, yet the design
is flawed for a number of reasons.
However, theoretically sound
approaches do exist for determining
the effectiveness of learning systems,
along with many different methods
for obtaining answers to the relevant
questions.

This article describes the different
stages and types of evaluation for dis-
tance-delivered experiences. We also
offer some guidance for developing an
evaluation plan for distance education
programs.

First, we need to distinguish among
research, evaluation, and assessment.
In cases where the learning system
under development involves testing a
component of a learning theory (or
indeed is designed exclusively to allow
testing of important variables), then
the concentration is on research.

In contrast, designers of learning
activities and artifacts generally focus on
what works in a very applied sense. Such
efforts seek to discern whether a system
does what it was designed to do in an
effective and efficient manner. These
practitioners are evaluating their efforts.

Assessment refers to measuring
learner performance (either before or
after a teaching intervention, or both).
Thus, assessment can be part of an
evaluation, but assessment and evalu-
ation aren’t synonymous. More

importantly, comparing assessment
scores from different learning systems
is a serious, but common, error.1-3

The Challenge of
Evaluating DE Systems

Distance education systems consist
of a complex array of infrastructures
and personnel. A few of the factors to
consider are instructional, technologi-
cal, implementation, and organiza-
tional issues. Additionally, while these
factors can be isolated and itemized,
by no means are they independent of
each other. As in any system, the sep-
arate components must work together
effectively so that the whole DE sys-
tem can operate holistically.

When DE delivery technologies
break down, distance learners cannot
engage in the planned instructional
event. Without institutional policies
that provide for online support ser-
vices, distance learners can find it dif-
ficult or impossible to get assistance
with matters necessary for their basic
participation in a higher education
program. Thus, a comprehensive
review of DE efforts must not only
scrutinize the individual system com-
ponents, but also attempt to get a
clear picture of how the parts work
together as a whole to create positive
outcomes (learning, satisfaction,
matriculation, and so on).

Perhaps the most feasible manner in
which to appraise the effectiveness of
typically complex DE efforts is to do
so incrementally. Fortunately, the tra-
dition of educational evaluation has
established stages and data collection
approaches that lend themselves to
the cause.

Evaluation generally breaks down
into two broad categories: formative
and summative. Formative evaluation
serves to improve products, programs,
and learning activities by providing
information during planning and

development. Data collected during
the design and development process
provides information to the designers
and developers about what works and
what doesn’t, early enough to
improve the system while it remains
malleable.

Summative evaluation determines
if the products, programs, and learn-
ing activities, usually in the aggregate,
worked in terms of the need
addressed or system goal. Simply, for-
mative and summative evaluations
differ in terms of the audience for the
information collected, the time in the
development cycle when the informa-
tion is collected, and the intention
behind the data collection. Summa-
tive evaluation is information pro-
vided to audiences external to the
design and development team (such
as funding agencies, clients, or
accreditation agencies) about how the
entire package works in a real setting.
Although this information might be
used to suggest changes, additions,
segmentations, and such, it’s more
likely that the information will be
used to make fiscal and policy deci-
sions to use, or continue funding, a
learning system.

Formative Evaluation of DE
Formative evaluation is the best way

to ensure quality in a unit or course
before its release. Robert Stake4

likened the two stages of evaluation to
making soup: when the chef tastes the
soup, it’s formative; when the diners
(or a food critic) taste the soup, it’s
summative. In other words, formative
evaluation mimics internal quality
control, and summative evaluation
reflects how well the final object
works in the real world.

Formative Issues
The development of distance

courses requires consideration of 

I
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formative evaluation issues, largely
falling into the two primary cate-
gories of instructional design issues
(such as teaching strategy choices
and assessment methods) and inter-
face design issues (Web site naviga-
tion, aesthetics, and so forth). As
course development takes place, the
designers make choices with regard
to each of these categories. Forma-
tive evaluation can help identify
choices that might not be the most
effective, giving the developer an
opportunity to revise the course
before implementation.

Regarding instructional design
issues, evaluators seek answers to the
primary question of learning effec-
tiveness. Did students learn what the
goals and objectives intended? If not,
why? Was the instruction well writ-
ten? Were the objectives clearly
stated and measurable? Were appro-
priate instructional strategies cho-
sen? Was there enough practice and
feedback? Were examples provided?
Did assessment methods correlate
with instructional content and
approaches? If these questions can be
addressed within the formative evalu-
ation stage, then corrective measures
can produce more effective learning
experiences for distance students.

Even an instructionally sound,
online course can fail to produce
learning outcomes if students
encounter a poorly designed Web site.
In evaluating the interface design of a
Web-based course, a few simple ques-
tions can provide insight into the
strengths and weaknesses of a site’s
look and feel. Was the Web site easy to
navigate? Was it aesthetically pleas-
ing, as well as legible? Did each page
in the site download easily? If special
plug-ins were needed, were links pro-
vided to acquire them?

Also, consideration of learners with
special needs should be addressed at
this stage. If graphics or images were
used, were alternative ways provided
for sight-impaired learners to get the
intended information? If course infor-
mation was presented using audio,
could hearing-impaired learners
access transcriptions? Was informa-

tion clearly available to learners with
disabilities on where to get assistance
if needed?

While it would be ideal to conduct a
formative evaluation on an entire dis-
tance program, it’s probably not feasi-
ble. Still, one could gain predictive
evidence of a program’s success by
having the program’s stakeholders,
such as potential students and rele-
vant professional organizations, evalu-
ate its curriculum design. For example,
a graduate program in engineering
could seek input from relevant engi-
neering associations or a program
advisory board comprised of potential
employers, requesting information
regarding necessary skills and knowl-
edge that the targeted distance pro-
gram should produce.

Formative Stages and Methods
In general, formative evaluation can

involve several different stages.
Although these stages vary across
authors of evaluation models, we will
use the following six stages for pur-
poses of illustration.

Design review encompasses the use of
other designers or others familiar with
the design strategy and underpinning

learning theory to evaluate the ele-
ments of the design itself. This review
begins very early in the design process
and continues at least until the design
is “set.” This stage aims to improve the
project’s instructional design.

Expert review usually involves a
review by content experts, grade-
level teachers, test creators, and oth-
ers who can judge the appropriate-
ness of the content and the learning
activities for the target learners. This
step avoids developing a product that
simply will not work with the
intended learner population or ulti-
mately won’t “sell” for classroom use
because of unacceptable content,
content bias, missing content, or
approach to the content.

One-on-one review involves a mem-
ber of the design/development team
meeting with a representative of the
target population to go through a
piece of the project, talking concretely
about it. The piece might be a mockup
or prototype to test such things as
design of Web pages or placement of
interactive buttons. It could also be a
script used to get a “feeling” for the
suitability of a piece of video before
expensive production begins. These
data can provide the first information
from real learners about everything
from appeal to usability to workabil-
ity. The review is crucial because it
occurs when relatively little invest-
ment of time, money, and ego has
occurred. Changes get much more dif-
ficult beyond this point because so
much is committed to the design in
progress that inertia can carry prob-
lems (even known flaws) forward once
full-scale production begins.

Small group reviews try out fairly fin-
ished components in a setting that
permits interactions among represen-
tatives of the target group. Data are
often collected by survey instruments,
group interviews, sample test perfor-
mance, and the like.

Field trials try out the completed
package with a sample or samples of
target learners in the actual field set-
ting for which the program was
designed. Think of opening a play “off
Broadway” — changes are possible,

Even an instructionally

sound, online course can fail

to produce learning

outcomes if students

encounter a poorly designed

Web site. 
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but not many of them and not with-
out relatively large costs.

Ongoing reviews are required because
learning systems cannot ever be con-
sidered complete — certainly not for
very long, anyway. No matter how
well evaluated the program, errors will

creep in. More importantly, content,
production values and technologies,
learning orientations, and more will
change, making redesign always nec-
essary. Reanalysis, redesign, and rede-
velopment all require additional infor-
mation if they are to be done well.

Summative 
Evaluation of DE

A second approach to determining
the success of a distance education
course or program involves collecting
evidence at the conclusion of the
instructional event, a process called
summative evaluation. Summative
data can be collected from a variety of
sources using an extensive menu of
data collection methods.

The summative evaluation process
breaks down into a few definitive
steps. First, the general areas of con-
cern must be delineated; from that,
questions regarding those areas of
focus can be developed. Experience
and review of the distance education
literature suggest that most categories
of interest fall under the three primary
headings of inputs (resources, person-
nel, and so on), outcomes (perfor-
mance, attitude, and programmatic
results), and implementation issues.
Table 1 provides a tabular representa-
tion of the three general areas, their
subcomponents, and some potential
data that could be collected to address
each area.

After determining specific evalua-
tion questions, appropriate informa-
tion gathering techniques can be cho-
sen. Data is collected, analyzed, and
reported to constituent audiences.5

The following sections address each
general area of concern, proposing
related questions and suggesting bene-
ficial data collection strategies for
each.

Course or Program Inputs
Of great interest to those responsi-

ble for funding distance course or pro-
gram development is the identifica-
tion of resources required to do so.
Budgetary information can be helpful
in terms of delineating monetary allo-
cations for equipment, personnel
costs for instructional development
and distance support services, training
and development costs, and so on.
Combined with programmatic data,
such as the number of students served,
input data can demonstrate cost effi-
ciency and sustainability to univer-
sity-level personnel, as well as to

Summative Evaluation

Categories of Evaluation Potential Data
Concerns
Program Inputs ■ Budget information

■ Personnel information

Performance Outcomes ■ Expected learning outcomes
Knowledge
Skills
Attitudes

Attitude Outcomes ■ Expected attitudes
Interest
Motivation
Participation

■ Unexpected attitudes
■ Program or product design perception
■ Social interaction concerns

Programmatic Outcomes ■ Market reach
■ Professional impacts (promotion, job change)
■ Faculty incentives and rewards
■ Faculty time
■ Organizational change

Implementation Concerns ■ Technological concerns
Stability
Maintenance

■ Student support concerns
■ Faculty concerns

Faculty preparedness
Involvement in curriculum development
Involvement in course development
Professional development needs
Incentives and rewards

■ Learner concerns
Access to delivery system(s)
Learner preparedness
Communication/interaction with faculty
Communication/interaction with peers

■ Organizational concerns
Quality assurance
Accreditation criteria

Table 1
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accrediting agencies interested in
those factors.

Outcomes
Analysis of course or program out-

comes — changes that occur as a result
of the instructional experience — is
another common evaluation target.
This category encompasses perfor-
mance, attitudes, and programmatic
outcomes.

Performance Outcomes. Perfor-
mance measurements generally repre-
sent the most common type of data
collected for summative distance
course and program evaluations. A
posttest or project usually measures
expected learning outcomes, with
assessment items referenced to spe-
cific course objectives. Unfortunately,
a popular strategy for assessing dis-
tance student performance is to com-
pare the learning outcomes of dis-
tance students to those learners in the
same class on campus. Such compar-
isons ignore the many factors that
influence learning and falsely
attribute success (or failure) to the dis-
tance delivery medium.6,7 Instead of
comparing groups on and off campus,
student achievement analysis can go
to the heart of the issue (and be more
effective) by determining whether or
not distance students learn what the
course is designed to teach. The Coun-
cil of Regional Accrediting Commis-
sions agrees, requesting that

… as a component of the institu-
tion’s overall assessment activi-
ties, documented assessment of
student achievement is conducted
in each course and at the comple-
tion of the program, by compar-
ing student performance to the
intended learning outcomes.8

Attitudes. In addition to positive
learning outcomes from a distance
course or program, educational
providers likely hope that their
instructional efforts produce positive
attitudes among participants about
the courses, the distance experience,
and the host institution. Therefore,
learner attitudes constitute another

type of data generally collected for
summative DE evaluations. Interest,
motivation, and attitudes toward par-
ticipating in the learning experience
are useful measurements. Data on
expected and unexpected attitudes of
the learners could be collected
through self-administered or inter-
viewer-administered questionnaires,
open-ended interviews, observations,
and focus groups. Sample items might
include, “I always knew where to go
for help when I needed it during the
course” or “It was always clear to me
what I was supposed to be learning
throughout this program.” Measuring
unexpected attitudinal effects can pro-
vide insightful information. Surveys
could include items like “Compared to
other online courses, this was one of
my favorites.” A positive response in
this case is gratifying, but not neces-
sarily expected.9

Attitudes about social interaction
concerns within the course or program
can help guide the design of the course.
Evidence suggests that alleviating the
common feeling of disconnectedness
among distance learners is important
for creating positive attitudes about the
distance learning environment. Effec-
tive communication strategies within
such courses can facilitate bridging this
psychological distance.10

Data acquisition regarding student
perceptions of social interactions can
use the same tools as for the other atti-
tudinal information types: self-admin-
istered or interviewer-administered
questionnaires, open-ended inter-
views, observations, and focus groups.
Such data can also be collected at any
time, including at the conclusion of
the program. Sample items might
include “Being forced to work with a
partner was good for me” or “I had to
help other people in my group learn
some of the skills for this course.”
Responses to these items can help
inform instructors’ communication
decisions within the context of the
distance course.

Programmatic Outcomes. Program-
matic outcomes or effects are impor-
tant to program administrators who

must demonstrate the impact of the
program to others. Factors such as
enrollment and attrition rates are
basic types of information for program
justification and continuation.11

Another important impact to consider
is the course or program’s market
reach. Related questions are “Is the
program reaching its target audience?”
and “Do enrollees represent non-tar-
geted groups or regions?” An analysis
of enrollment data by demographic
and geographic information should
provide insight to answer these ques-
tions. Also, focus groups within pro-
fessional organizations can supply
informative data regarding program
reach.

Professional impacts resulting from
the program also provide indicators of
success. While distance program goals
may not be related to this issue, if pro-
gram participants receive a promotion
or accept a new position based on
their newly acquired skills and knowl-
edge, this offers a definite indicator of
program quality. Follow-up surveys or
interviews from those who have com-
pleted the distance program can be an
effective method for collecting such
data.

Another factor affected by the
development and implementation of
distance courses or programs is the use
of faculty time. Many critics have
raised the issue of the time it takes to
deliver a course online, given the
increased amount of direct communi-
cation with students, plus the fre-
quent increase in student numbers.
Good questions to ask relate to the
balance of workload and efficient use
of time by faculty who teach at a dis-
tance. Is time spent on DE courses sig-
nificantly detracting from research
and scholarship? Are DE faculty
designing efficient strategies to imple-
ment their courses? This valuable data
can be collected both quantitatively
through anonymous surveys and
qualitatively through interviews.

Implementation Concerns
Perhaps the broadest area of sum-

mative evaluation concerns evaluat-
ing the implementation of distance
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courses and programs. The process of
DE has a variety of stakeholders, from
students to faculty to support person-
nel to the host institution itself. Some
implementation concerns are shared
by all stakeholders, such as the relia-
bility of the delivery technology and
the accessibility and effectiveness of
the student support services. Other
concerns are specific to individual
stakeholders. For example, distance
learners must understand the distance
environment and be prepared to
engage in self-directed learning.12

Also, distance learners should clearly
understand faculty expectations and
know who to contact for technologi-
cal and instructional needs.

Regarding faculty concerns, their
preparedness to teach in distance set-
tings is important, while accessibility
to appropriate professional develop-
ment activities is essential. These fac-
tors, as well as incentives and rewards
for teaching at a distance, are very real
issues that faculty face, hence worthy
of evaluation.

Finally, educational providers, such
as institutions of higher education, are
concerned with quality assurance. Are
our distance courses and programs of
strong quality and rigor? Do they
meet our professional accreditation
criteria? These questions can also be
answered within a summative evalua-
tion effort.

Sample Evaluation
Scenario

To demonstrate the proposed proce-
dures for evaluating a distance educa-
tion course or program, we present
our personal experiences with these
strategies. For the past three years, Vir-
ginia Tech has offered a master’s
degree in instructional technology
specifically for public school teachers
in the state of Virginia, and now on a
national level. We are three of the
seven faculty who developed and
implemented the original program,
now on its third iteration. Through
both formative and summative evalu-
ation mechanisms, we have collected
data to inform the program’s continu-
ous improvement.

For the formative evaluation of our
course and program development, we
relied primarily on design review,
expert review, and one-on-one review
to determine the effectiveness of the
Web courses we developed. Our time to
production was typically short (a few
months), so it wasn’t feasible in most
cases to conduct small-group reviews or
field trials. Having instructional design
expertise was an added advantage in
our case, but we strongly recommend
having online courses reviewed by col-
leagues and/or instructional support
personnel before implementation. At
this stage of course development we
remedied many instructional and inter-
face design issues that could have
caused problems.

Additionally, we identified possible
course management challenges in our
formative evaluation efforts. For
example, it became clear to us upon
review of initial assignments in the
first online course that no mechanism
existed to receive and manage student
work. (This preceded the advent of
learning management systems like
Blackboard or WebCT.) Since the stu-
dent projects consisted of Web pages

that we wanted to access collectively
and review online, we had to establish
a server system and accounts for all 70
students. The resource intensiveness
of that solution led us to seek a more
efficient system for the management
of our student Web sites. Fortunately,
in a parallel effort, the university
established a filebox server system for
all students that we leveraged for our
distance learners. Dealing with this
issue during the formative stage of
evaluation led to a workable solution
before it became a crisis.

Our summative evaluation efforts
have focused on the three general cat-
egories presented earlier: program
inputs, program outcomes, and imple-
mentation issues. Incidentally, since
the program continues to be offered to
new groups of students, what’s typi-
cally seen as summative information
is truly formative, as results and
lessons learned have been used for the
program’s continuing evolution.

First, we tracked our distance pro-
gram inputs through our budget sys-
tem, a process that clearly identifies
the resources necessary for imple-
menting the program. Our records are
used primarily for administrative pur-
poses; however, the information
demonstrates the program’s cost-effi-
ciency to a variety of constituents.

Our analysis of learning outcomes
relies on assessment of our distance
learners’ performance at two levels.
Each module has assignments, many
of which are projects graded not only
at the module level, but that also con-
tributed to an electronic portfolio of
student work. At the end of the pro-
gram, the capstone event is a faculty
committee review of each student’s
electronic portfolio to determine if
they have acquired the necessary IT
skills and knowledge as delineated by
the professional standards of our field.
Student grades from individual mod-
ules and portfolio review results pro-
vide helpful measures demonstrating
that the program effectively produces
the intended learning outcomes.

Attitudinal outcome data was col-
lected at the end of each module and
also upon completion of the degree.

Our analysis of learning

outcomes relies on

assessment of our distance

learners’ performance at

two levels. 



EDUCAUSE QUARTERLY • Number  1  200226

Perhaps the most revealing informa-
tion came from reflective statements
written by students at the end of the
IT program. While the program’s
intended learning outcomes clearly
were being achieved, since students
demonstrated the targeted skills, the
program’s faculty found it especially
rewarding to know that our learners
felt that their experience and efforts
were worthwhile and professionally
beneficial.

Programmatic effects were also col-
lected at the end of our first cohort
cycle. Data such as number of stu-
dents served, their geographic loca-
tions, program attrition rates, and pro-
fessional impacts of their experience,
help define our reach and justify the
program’s continuation.

As we continue to compile informa-
tion about our graduates, we have
found an interesting (and unin-
tended) effect of career transition
among many of our participants.
While some teachers have taken more
technology-focused jobs within their
own school systems, several have left
education altogether for corporate IT
positions. This trend (though possibly
unpopular with school administra-
tors) would have gone unnoticed
without a concerted effort to collect
follow-up programmatic data.

Finally, evaluation of the implemen-
tation of our online program occurred
both during its execution and upon its
completion. Documentation of imple-
mentation concerns was made on a
weekly basis and summatively
through faculty and student reflec-
tions on lessons learned. Implementa-
tion challenges often resulted in orga-
nizational change (a programmatic
effect), as our efforts to leverage the
flexibility of asynchronous courses
tended to bump head-on into policies
and procedures designed for syn-
chronous, campus-based systems. The
need to accommodate our learners, as
well as those in other distance pro-
grams, led to the development of an
online registration system, the ability
to pay student fees by credit card, and
a change in the minimum course load
requirement (from three credit hours
down to one).

Making a Plan
To create an evaluation plan that

determines the success of a distance-
delivered course or program, begin by
defining what you mean by “suc-
cess.” Is it increased enrollments,
broader geographic reach, or high
retention rates? Or is it more aca-
demic in perspective, meaning out-
standing learner performance,
increased job potential of graduates,
or higher satisfaction from current
employers? Is it a distance education
system that works smoothly and
accommodates the needs of all stake-
holders, including students, instruc-
tors, and support personnel? Success
is most likely defined as a combina-

tion of these factors, prompting 
the need for an evaluation strategy
that is comprehensive and carefully
planned. We hope this review offers
some insights and guidance to
answering the question of quality in
distance education. e
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